





bancar interntional au instaurat sisteme de
supraveghere adecvate. Principalul obiectiv al
supravegherii ridmine analiza rezultatelor de
bilant, astfel incit si se poati prezenta punctele
slabe i punctele forte privind performantele
realizate, pentru mentinerea in competitic a
celor mai puternice societati bancare din sistem
g1 eliminarea, prin faliment, pe cit se poate, in
timp util, a celor cu performante slabe.

Pornind de la acest punct de vedere gi pe
baza indicatorilor rezultati din  bilanturile
contabile consolidatela nivelul centralelor
bancare, intr-o prima etapa, s-a realizat analiza
acestora indici prin metoda componentelor
principale.

Idea  centrala a
componentelor principale consta in
determinarea  proportiei  (procentului)  in
varianta totald (suma variantelor celor p
variabile initiale) a fiecdrei noi variabile.

Prin metoda componentelelor principale
setul de variabile corelate (xl,xzj Xp) este

acestei  metodel

transformat intr-un set de variabile necorelate
()”17372, ...yp) numite componente principale,

prin relatia :
¥y =a1x +azxy +.+ AplXp

Yo =aioXx) +dxpxy ...+ Clpzxp

(1)

Yp =d1pX) + azpX2 +...+ AppXp

Fiecare componenti este o suma
ponderatd a variabilei x, iar a; sunt ponderi sau
coeficienti, carora li se impun anumite restrictii.
Analiza prin componente principale fiind o
metodi de reducere a numiarului  de
caracteristici, permite s reprezentiri
geometrice ale indivizilor si caracteristicilor.
Pentru aceasta este nevoie si de formularca
algebrica echivalenta pentru rotatia ortogonala.
Prin urmare, coeficientii @ trebuie sd satisfaca
g1 conditiile:

I ) )
X aj =1, j=1,.p s
i=1

(2)

O consecintd importantd a ortogonalitatii
este c¢d, varianta totald a componentelor y, este
egali cu cea a variabilelor x, adici :

P ; ;
Yagag =0, j=kj=1l.pk=1L.p
i=l
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p p
> Var(y i ): > Var(xl.- ) 3)
j=1 i=l1
Alegerea numirului de componente
principale
In alegerea numirului componentelor

trebuie sa se retind un set cat mai mic, dar in
acelagi timp sa existe suficiente numere care sa
furnizeze o buna reprezentare a datelor initiale.
Varianta componentei j este valoarea proprie

/?,J-. Componentele sunt alese in ordinea
descrescitoare a valorilor proprii :

M 24y 2..24,. Daca variabilele x sunt

standardizate  (normalizate), atunci suma
variantelor x va fi egald cu p. In aceste conditii,
suma valorilor proprii al variantei totale y va fi
tot p.
Proportia (procentul) in varianta totala
explicata prin componenta ; este:
A

;
S
Mt+Ay+o+ A4,
iar proportia (procentul) primelor
componente k, camulata, este:
A+ A+ + A
(3

Mt+Ay+o+ A4,

Printre cele mai utilizate criterii in luarea
unei decizii  asupra alegerii  componentei
principale ce poate fi refinutd pentru analizd se
NUMAara:

e se retin primele & componente cand acestea
reprezintd un procent mare din varianta (70-
80%);

dacd se analizeazi matricea de corelatie se
refin numai acele componente cu valori
proprii mai mare decat 1,

e ¢xXaminarca graficelor: daci sunt
reprezentate dependentele dintre valorile
proprii. i numirul de  componente

principale, atunci se aleg acele componente
pentru care valorile proprii descresc foarte
repede.

Ponderea dati de variabila 7 in
componenta j este gy Mirimea lui aj reflectd
relativa contributie dati de fiecare variabild in
componenta. Adesea coeficientii sunt
recalculati ca, coeficienti pentru cele mai
importante componente. Acesti noi coeficienti
numiti §i componente incdrcate sunt coeficientii



utilizati pentru reconstruirea variabilelor x din y
s se calculeaza dupai relatia:

* - -
a,=,2a, i=1..p; j=L..p (6)
Cand se analizeazda matricea de corelatie a
. . . e L . . .
variabileor x, coeficientii a, trebuie interpretati

ca, coeficienti de corelatie intre variabila i gi
componenta ;.

Aplicarea analizei componentelor
principale studiului indicatorilor rezultati din
analiza bilanturilor contabile bancare

Pentru studiul propus, s-au considerat o
seric de indicatorii caracteristici societatilor
bancare. Acegtia au fost grupati in 6 grupe, in
functie de valoarea medie a dispersiei acestora,
aga cum sunt prezentati in tabelul urmator:

Grupa Continutul grupei

I indicii pentru analiza bilanturilor
bancare

II indicii pentru analiza contului de
profit i pierderi

I indicii de structura

v indici de exploatare

A% indici de productivitate

VI indici de productivitate pe agentie

Aplicarea metodei componentelor

principale pentru fiecare grupa in parte a
condus la obtinerea matricelor de corelatie pe
baza cérora se pot stabili corelatiile pozitive sau
negative inte variabilele considerate.

Din analiza matricelor de corelatie a
valorilor proprii se pune in evidentd faptul ca
procentul cumulat in varianta totala al primelor
patru componente in prima grupd de indici este
de 82%, ceea ce indicad faptul cd pentru aceastia
grupi, primele 4 componente sunt dominante in
caracterizarea evolutier societdtilor bancare.
Acest lucru este pus in evidentd gi de diagrama
din figura 1:

&
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Fig. 1 Evolufia valorilor proprii pentru indicii grupei I
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Sursa: calcule ale autorului

Pentru grupa II analiza matricei de
corelatie a valorilor proprii pune in evidenta ca
primele 7 componente sunt cu valori proprii mai
mari decat 1 (figura 2), deci dominante §i cu un
procent cumulat in varianta totald de 84%:

e
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Fig. 2 Evolutia valorilor proprii pentru indicii grupei 11
Sursa: calcule ale autorului

Pentru grupa a treia, a cincea i a gasea s-a
pus in evidentd faptul ci procentul cumulat in
varianta totald al primelor douid componente
este 52%, de 61% g1 respectiv de 62%.

In grupa indicilor de exploatare, procentul
cumulat in varianfa totala al primelor trei
componente este 78%.

Calculul corelatiilor intre componentele
principale  s1  caracteristicile  initiale  s-a
determinat cu ajutorul matricelor de corelatie
pentru componentele “incdrcate” pentru fiecare
grupd in parte. Acestea permit o primi analizd a
starii de “sdnitate” a societitilor bancare, i
anume, functie de semnul valorilor obtinute se
poate determina corelatiile pozitive sau negative
dintre variabilele supuse studiului, i deci
modul cum acestea pot influenta evolufia
societatii bancare.

Contributia fiecdrui indicator in descrierea
stirii de “sdnitate™ a unei banci poate fi 1 mai
bine pusi in evidenti daca se uitlizeazi relatiile
(6) s1 se traseaza diagramele de “incdrcare”
pentru doua copmonente principale, pentru
fiecare grupa supusa studiului (de exemplu,
pentru grupa Il in figura 3).

Sursa: calcule ale autorului unde fiecare numar
reprezintd numadrul de ordine al indicelui luat in
considerare Th grupa respectiva



Fig. 3 Diagrama de incdrcare pentru indicii grupei I

Utilizarea  relatiilor in

(D

(xl, X2, Xp) sunt toate standardizate astfel

care

incat si aibad media zero si varianta 1 i a

y_]'

\//TJ.

componentelor standardizate g1 anume
k

J’j = aljxl +...+ apjxp

- . & . .
relatiei  y ;= , au permis determinarea

(7)

4. = 4

unde: a,; =
) / ;“j

Cu ajutorul acestor relatii, functie de

primele doud componente principale, s-au
calculat scorurilor indicatoriilor considerati
pentru  fiecare din  societifile  bancare

considerate pentru care s-a realizat analiza
(figurile 4-7) (fiecare numar de pe diagrama

reprezintdi numarul de ordine al societatil
bancare supuse studiului.).
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Fig. 4 Scorurile corespunzdtoare societdtilor bancare in
cazul utilizdri indicilor grupei I

Sursa: calcule ale autorului
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Valorile pozitive ale scorurilor majoritatii
componentelor g1 usor negative la unele
variabile, dar majoritar negative pentru a doua
componentd, conduc la pozifionarea societitilor
bancare ca in diagrama 4, in conditiile analizei
acestora prin intermediul indicelor pentru
analiza bilanturilor bancare.

Diferentele de pozitie intre societitile
bancare se datoreazd faptului ci semnul
scorurilor pentru diverse componente se
modificd de la o societate la alta la alta. Pentru
grupa II wvalorile pozitive ale scorurilor la
majoritatea componentelor atit in  prima
componenti principali, cit g1 in a doua,
determind pozitionarea societifilor bancare ca
in diagrama 5.

Diferentele de pozifie intre societdtile
bancare din figura 5 g1 cele din figura 6 se
datorecaza faptului ca scorurile societatilor
bancare analizate prin indicii de structurd sunt

in majoritate negative pentru variabilele
considerate.
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Fig. 5 Scorurile corespunzdioare societdfilor bancare in
cazul utilizdri indicilor grupei 11

Sursa: calcule ale autorului
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Fig. 6 Scorurile corespunzdtoare societdfilor bancare in
cazul utilizdri indicilor grupei Il



Sursa: calcule ale autorului
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Fig. 7 Scorurile corespunzdtoare societdfilor bancare in
cazul utilizdri indicilor grupei IV

Sursa: calcule ale autorului

Gruparea majorititii societitilor bancare
in jurul unei asimptote verticale duse prin
origine gi in intervalul [-1,5; 1,5] pe verticala,
se datoreaza valorilor negative ale scorurilor
atat In prima componenta principala cat ¢i in a
doua. Exceptie face banca cu nr. 6 pentru care
ambele scoruri sunt pozitive.

Concluzii

Utilizare metodei componentelor
principale in analiza stdrii de “sindtate * a unor
societati bancare a pus in evidentd care din
indicii utilizafi in caracterizarea evolutiei unei
entititi studiate au o extindere mai mare sau
mai mica in fiecare din societdtile bancare
supuse analizei. Totodatd a permis §i o analiza

comparativi a acestora, a modului de
caracterizare a de evolufie a varibilelor
considerate.
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Rezultatele obtinute ofera un prim set de
informatii asupra stirii de “‘sinitate “ a unor
societdti bancare §i permite gruparea acestora in
entititi cu functionare normali sau cu
dificultati, ceea ce reprezinta punctul de plecare
in determinarea riscului de faliment cu metoda
functiei Scor.

Aceste informatii impreund cu analize
similiare pe alte grupe de indicatori pot deveni
foarte utile in analiza activitifii societétilor
bancare §i prevenirea rezultatelor negative ce
pot apare ca urmare a unei gestionari deficitare
a managementului si a riscurilor bancare.
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Abstract: In the specialty literature were concerns for developing methods of risk prediction of bankrupicy,
Jrom the rate corrvelated with the state of "health” or "weakness"” of the various economics entities. One of the methods
used in such analysis is the discriminatory statistical technique of financial charactevistics. The paper aims to analyze
the status of "health” of banking companies using principal components. Results obtained by applying this methodology
has allowed the identification of a first set of information on the status of "health” of their and has allowed the grouping
of these in the normal or operating difficulties entities, which is the starting point in determining the risk of bankruptcy

Score function method.
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Introduction

In the present period, where the classical
mechanisms of market economy shape and
follows to work with the entire rigor that
entailed, the financial analysis may be a direct
action to improve the economic life of the
operators. Search for sources of capital and
their efficient allocation in order to increase
profitability and default value of each entity
assumes to use a number of financial and
techniques methods whose use in  the
retrospective  financial analysis leads to
assessment it financial performance state at a
given time

Developing methods for prediction of the
risk of bankruptcy, from the rate correlated with
the state of "health" or "weakness" of the
entities, there were concerns in specialty
literature. One of the frequently methods used
is discriminatory statistical technique of the
financial  characteristics  (calculated  using
accounting rates) of the units with normal
functioning and those with difficulties of
economic and financial management.

By this method to find the best linear
combination of rates that differentiate very well
the "health” companies of the "bankrupt'.
Obtain such a linear combination that leads to
the determination of an indicator, called
"score", with which it gives a good
approximation of the risk of bankruptcy for a
given entity.

Using this financial analysis identifies
strengths and  weaknesses of  financial
management in order to underlain a new
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strategy for maintaining and developing the
unit.

An important factor in the proposed
analysis is the data set that underpins the study.
To determine the dominant factors need to
characterization as a faithful the economic
entity can use descriptive methods of analysis
of data.. One of the used methods by descriptive
analysis of data is principal components
method. Through this method a set of data may
be reduced in a compact forme, but still can
emphasize certain fundamental structures of the
data. The method allows evidence of significant
relationships of interdependence, which can not
be known simply by examining the data. The
purpose of this analysis is to reduce complexity,
by identifying a small number of factors whose
characteristics can be the basis of assessment or
decision.

Problem Formulation

The specific financial activities of any
economic entity is providing the services and
prevent negative results can occur as a result of
poor management and of financial risks. Based
on these motivations, policy of international
management banking has established
appropriate  surveillance systems. The main
objective of surveillance remains the analysis of
the results of balance, so as to present
weaknesses and strengths of performance
achieved, to maintain competition of the most
powerful companies in the banking system and
to eliminate, by bankruptcy, to the extent
possible, in useful time, those with poor
performance.



Starting from this point of view on the

indicators resulting from the consolidated
balance sheets in the banking power, in a first
step, the analysis of these indices was
performed wusing the principal components
method.

Central idea of the principal components
method is to determine the proportion

(percentage) in a total variance (amount of
variance of the original variables p) of each
new variable.

By principal component method the set of

correlated variables (xl . X2, Xp) 18
transformed into a set of non-correlated
variables (yl Y2, - ¥p ), called principal

components by the relationship:
¥ =a1x tazxy +...+ Ap1Xp

Yo =X +dooXy +...+ dp2Xp

(D

yp = alpxl + aszCz +..+ appxp

Each component is a weighted sum of the
variable x, and a; are coefficients or weights,
which they impose certain restrictions.
Principal components analysis is a method of
reducing the number of features, and allows
geometric  representation of individuals and
characteristics. This requires the formulation
and the algebraic equivalent to orthogonal
rotation. Therefore, the coeflicients a; must
satisty the conditions:

I .
X aj; =1, j=1,.p
i=l1

and

P L
Yagay =0, j=kj=L.pk=1.p (2)
i=1

An important consequence of the orthogonally
is that total variance of the component y is
equal to the variable x, namely:

P P
> Var(y ; )= > Var(xz- ) 3)
j=1 i=1

Choosing the number of principal components

In choosing the number of components
must retain a set as small, while there are
sufficient numbers to provide a good
representation of the original data. The
variation of the component ;j is own value
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of /T,j-. The components are selected in
descending order of their own

values: ) 24y 2...24,. If x variables are

standardized (normalized), then the sum of
variance x will be equal to p. In these
circumstances, the amount of own values of the
total variance will be p.
Proportion (percentage) in a total variance
explained by component ; is:
A
Mt+Ay+o+ A4,

4

and the proportion (percentage) of the first k
components, aggregate, is:
A+ A+ + A

Mt+Ay+o+ A4,

(3

Among the criteria used in making a
decision on the choice of the component
principal can be retained for analysis are:

e to retain the first & components they
represent a high percentage of variance (70-
80%);

it examine the correlation matrix retain only
those components with their own values
greater than 1;

examining the graphs: if the dependencies
are between own values and the number of
principal components then choose those
components for which their values decrease
very quickly.

The share given by the variable /i in the
component j 1s ay. a;'s size reflects the relative
contribution of every wvariable in cach
component. Coefficients are often recalculating
as coefficients for the most important
components. These new coeflicients appointed
loaded coefficients are the components used to
reconstruct the variables x from v and are
calculated by the relationship:

a; =JA4a, 1=1,...p; ]=1,...p (6)
When is analyzed the correlation matrix of
a;. should be

interpreted as a coefficients to link between
variable / and component ;.

variables x, the coefficients

Applying principal components analysis
to study the indicators resulted from the
bank balance sheets analysis

For the proposed study, they found a
number of indicators characteristics for the



banks. They were grouped into 6 groups
according to the average value of their
dispersion, as presented in the following table:

Group Content group

I indices for the bank balances
analysis

II indices for the analysis of the
profit and loss

I structure indices

v exploitation indices

\Y productivity indices

VI indices on productivity

agency

Applying principal components method
for each group in part led to obtain the
correlation matrices on which establish positive
or negative correlations among variables
considered

From the analysis of correlation matrices
of the own values is shown that the cumulative
percentage in total variance of the first four
components in the first group of indices is 82%,
which indicates that for this group, the first 4
components are dominant in characterizing the
evolution of the banks. This is being
highlighted by the chart in Figure 1:

0 . L L . L L L . N ramsi(} i
9 10 11 12

Fig I Evolution of the own values for the group I indices

Source: author's calculations

For group II the analysis o the correlation
matrix put in evidence that the first 7
components are own values greater than 1
(Figure 2), so dominant and with a cumulative
percentage in the total variance to 84%:
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1
Fig 2 Evolution of the own values for the group Il indices
Source: author's calculations

For the third group, the fifth and sixth
component are dominated and was stressed the
fact that the cumulative percentage in total
variance of the first two components is 52%,
and 62% respectively.

In the group exploitation indices, the
cumulative percentage in total variance of the
first three components is 78%.

Calculation of correlations  between
principal  components and the original
characteristics was determined using the
correlation  matrices  for the  "loaded

components" for each group separately. They
allow a first analysis of the state of "health” of
the banks. Depending on the sign of the values
obtained, can be determined the positive or
negative  correlations  between  variables
analyzed, and thus how they can influence the
evolution of banking.

The contribution of each indicator to
describe the state of "health" of a bank may be
better put into evidence if used the relations (6)
and draws diagrams of "loading" for two
principal components for each group under
study (e.g. for group II in Figure 3).

05

g L

Fig. 3 Diagram of load for the group Il indices

Source: author's calculations



where: each number represents the number of
the index took into account group
Using relations (1) where (xl,ij Xp)

are all standardized so as to have zero mean and
y j
[A g

have allowed the standard components, namely
H

Yi=aix ot dpx, (7)

the variance 1 and the relationship yj- =

o=

where: a;; =
g j j‘j

With these relations, according to the first
two principal components were calculated the
scores for indicators considered for each of the
banks considered. (Figures 4-7) (each number
on the chart represent number of the banking
company subject to study).

Fig. 4 Scores for banking companies in the case to use
group I indices

Source: author's calculations

Positive  values of the scores of
components and most negative light on some
variables, but mostly negative for the second
component, leading to the positioning of the
banks in Diagram 4, in the conditions of their
analysis by incices for the analysis bank
balances.

The differences in position between the
bank is due by thec changes of the sign of
scoring for various components from a society
to another. For group II, the positive scoring on
most components in the first and the second
component determines the positioning of the
banks as in Diagram 5.

Differences between the position of
banking in Figure 5 and Figure 6 is due to the

fact that the scores of banking societies
analyzed by structural indicators are mostly
negative for the variables considered.
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Fig. 5 Scores for banking companies in the case to tise
group Il indices

Source: author's calculations

21

3 L L L L L 1y
-2 -1 0 1 2 3 4

Fig. 6 Scores for banking companies in the case to tise
group Il indices

Source: author's calculations
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Fig. 7 Scores for banking companies in the case to use
group IV indices

Source: author's calculations



Grouping of most banking companies
around the vertical asymptote taken by home-
range and in the [-1.5, 1.5] interval on the
vertical 1s due to negative values of the scoring
in the first and second component. Exception is
bank no. 6 for both scores are positive.

Conclusion

Using principal components method to
analyze the state of "health" of banking
companies put in evidence which of used
indices in characterizing the evolution of an
studied entity have an extension greater or
lesser degree in each of the banks under
review. And also allowed a comparative
analysis of their, a characterization of the
evolution of considered variables.

The results provide a first set of
information on the status of "health” of banking
companies and allows the grouping of entities
in the normal or difficulties operating, which is
the starting point in determining the risk of
failure with the score function method.

This information together with other
similar analysis on groups of indicators can be
very useful in analyzing the business banking
companies and prevent negative results can
occur as a result of poor management of
banking.
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MODALITATI DE APRECIERE A PERFORMANTEI
ORGANIZATIEI

Prof. univ. dr. NEDELEA Stefan
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Abstract: Regardless of industry, the organizations’ survival on the market is strictly dependant on their
ability to control their costs. Yet on most occasions, the simple control of the costs is not enough to reach the desired
level of performance, which forces organizations to correlate the cost restrictions lo those imposed by the market
mechanisms. This correlation allows organizations to analyze and comparve their performance rates, which is a
compulsory action in the quest for the compelitive advaniage.

Cuvinte cheie: avantay competitiv, cosiuri de oportunitate, elasticilatea cererii, venit marginal, mdrimea

economicd a productiei

Cei mai mulfi economigti ar spune, §i
majoritatea oamenilor de afaceri ar fi de acord,
cd motivarea principald a tuturor acestor decizii
economice este determinatd de identificarea
permanentd a unor noi directii de obtinere a
avantajului competitiv. Acest lucru presupune
aprecierea  permanenti a  performantei
organizatiei printr-o serie intreagid de indicatori
care si arate eficienta gi eficacitatea acesteia in
diferite momente ale evolutiei pe piata.

Maximizarea profitului, cregterca
veniturilor concomitent cu scaderea costurilor
reprezinti argumentul principal al activitatii
economice i ludrii  deciziilor in  cadrul
organizatiilor. Deciziile nu se 1au numai pentru
rezolvarea problemelor existente, multe dintre
ele se referd la activitafi viitoare, creatoare de
profit. Un exemplu este decizia de a investi in
activitatea de cercetare-dezvoltare in speranta
descoperii unor tehnologii mai ieftine 1 mai
eficiente care pot fi utilizate Tn viitor pentru
realizarea de produse noi sau pentru
imbunatatgirea celor existente.

Atunci cand se iau decizii de acest fel,
majoritatea  managerilor  incearci si  se
gandeascid la profiturile wviitoare, privind astfel
intr-un context dinamic evolutia organizatiei.

Relatia dintre venituri, costuri gi profit
pune in discutie o serie de aspecte ale evolutiei
oricarei organizafii care doregte sd s¢ mentina
pe o piatd concurentiald i anume:

1) Venituri mari, costuri mici

Maximizarea profiturilor implici simultan
maximizarea  veniturilor §i  minimizarea
costurilor. Prin urmare, orice decizie economici
in stare sd micgoreze costurile concomitent cu o
crestere proportionald a veniturilor determina
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un nivel acceptabil al profitului. In aceasti
ecuatie rolul determinant Tn au costurile.

Capacitatea unei organizatii de a controla
costurile variaza in functie de timpul de reactie
al managementului fatd de modificarile
acestora. Pe masurd ce timpul de reactie creste,
se mdreste §1 nivelul costurilor variabile, deci
cele care pot fi modificate.

Pe termen scurt, unde o parte din costurile
organizatiei nu pot fi modificate, aceasta este
totugi obligata sd-si acopere costurile fixe. Ea
trebuie sd continue productia doar dacd vinde
produsele la un pref care sd acopere costurile
variabile suplimentare apirute pe parcursul
realizdrii acestora.

Pe termen lung, cand toate costurile sunt
variabile, organizatia trebuie pentru a se
mentine pe piatd, sd-gi acopere in intregime
costurile, inclusiv costul de oportunitate.

2) Pretul de rezerva

In literatura de specialitate, preful de
rezervd reprezintd pretul maxim pe care o
persoana (fizicd sau juridica) este dispusa sa-1
plateasca pentru o unitate suplimentard dintr-un
anumit produs. La nivelul intregii piete, se
poate face o ierarhizare ipotetici a tuturor
consumatorilor in functie preturile de rezerva
pentru un anumit produs. In acest fel se poate
masura nivelul cererii pentru diferite cantitafi
din acel produs.

Pentru a vinde, si zicem, 10 unititi de
produs, o companie trebuie si stabileasca pretul
in aga fel inciat consumatorul aflat pe un anumit
nivel al ierarhiei cererii sa fie capabil sa
plateascd exact pretul de rezervd pentru acest
produs. De asemenea, cand apare o tehnologie
noud iar costurile de productic sunt inca



ridicate, consumatorii cu venituri ridicate au
tendinta si cumpere primii produsul realizat cu
tehnologia respectiva.

Pe misurd ce tehnologia se perfectioneazi
g1 volumul productiei creste, costurile i
preturile scad pentru a permite consumatorilor
din zona de mijloc a ierarhiei cererii sa cumpere
produsul. Acest lucru este o situatie tipica
pentru momentul in care piata se dezvoltd iar
produsul nu mai reprezinti o noutate sau un
lux, ¢i devine o necesitate. Dilema cu care se
confruntd organizatiile este daca pot cere, in
orice moment, un singur pref pentru produsele
lor. Astfel, ca si atragd al zecelea consumator
situat in ierarhia cererii, trebuie sa-1 vindia
primilor noud clienti la un pret mai mic decat
cel pe care acegtia sunt dispusi sa-l plateasca.

Prin urmare, dacd o organizafic scade
pretul de vanzare al produselor sale ca sa
cagtige un consumator in plus, pierde o parte
din valoarea cigtigatd la consumatorii existenti,
insd castigd valoarea venitului provenit de la
ultimul consumator. Suma acestor doua valori
este cunoscutd sub numele de vewnit marginal si

reprezintd  schimbarea in  veniturile totale
datorate vanzirii unei unititi suplimentare.
3) Performantele tehnologiei
Modul in care organizatia igi alege

tehnologia va determina nivelul i structura
costului de productie pentru diferite niveluri ale
cantitafii. produse. De asemenea, alegerca
tehnologiei determind care dintre elementele de
cost sunt considerate fixe gi care sunt variabile
pe termen scurt.

Pentru orice tip de productie existd o
tehnologie optimd, care permite sd se obfina
productia cu cel mai scazut cost. Daca ne
referim la producerea de energie -electrica,
pentru cantitifi mici de energie, folosirea
generatoarelor cu aburi duce la costurile cele
mai scazute; dar, la cantitati mari de energie,
cele mai mici costuri pot fi obtinute prin
folosirea tehnologiei nucleare. Problemele
legate de tehnologie si costuri pun in discutie
aparifia economiilor de scard. Dupd cum se
stie, economiile de scard se referd la fenomenul
costurilor pe unitate de produs, pe termen lung,
care descresc, pana la o anumita limitda, pe
masura ce cantitatea produsa creste.

Explicatia este cid technologiile devin
economice la niveluri mari ale productiei i de
aceea economiile de scard se  exprima
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concludent in organizatii din industria chimica,
industria de constructii de magini etc.

In general existi un anumit nivel al
productiei g1 o tehnologie asociati la care
economiile de scard exprima faptul ci se poate
atinge un cost minim al productiei, numit in
literatura de specialitate, mdrimea economicd a
productiei. Pe termen lung, organizatia igi va
adapta tehnologia astfel incit sid se apropie cat
mai mult de marimea economici a productiei gi
sa obtinda profit. Maximizarea profitului
presupune obtinerca unor venituri ridicate, iar
marimea venitului pe care organizatia poate sa-1
obtini pentru productia oferiti depinde de
numarul de consumatori individuali care sunt
dispusi s pliteasca pentru produsele oferite.

Disponibilitatea consumatorului de a plati
un anume pref pentru un produs depinde de
venitul de care dispune, gusturi, pretul
produsului oferit, dar si pretul altor produse
substituibile.

4) Nivelul investitiei

Decizia de a renunta la o afacere este
adesea diferitd de decizia de a intra intr-o noua
afacere. A doua situatie implicd, de obicei,
anumite  costuri  unice care daci sunt
nerecuperabile, determind incetarea activititii.
De exemplu, o organizatie noud trebuie si
plateasca taxa de conectare la reteaua telefonica
si Internet gi taxele legale de incheiere a
contractelor cu furnizorii de servicii, pe care
urmeazd si le recupereze ulterior, sd
achizitioneze echipamente care vor valora mai
putin dacd vor fi vandute dupd incetarca
activitatii.

Nivelul investifiei influenteaza deciziile
managementului de a Incepe o noua afacere.
Dar odatd ce afacerea merge normal, ea nu mai
prezinta risc, deoarece organizatia va reusi sd-gi
acopere costurile totale, va vinde la un pret
care-1 asigurd profit i acoperirea capitalului
investit.

Pe termen scurt, orice organizafic poate
sd-si planifice un numidr mare de produse
actionand mai puternic asupra factorilor de
productie care determini costuri fixe. In acest
caz, de cele mai multe ori, organizatia va trebui
sd-gi  completeze numarul de muncitori la
nivelul considerat optim de procesul tehnologic
s1 dotarea tehnica existenta.

Cu cat se adaugd mai mulfi muncitori,
contributia suplimentara a fiecaruia la cregterea



productiei va fi mai mica decat contributia
celorlalti angajati. Fenomenul este cunoscut sub
numele de legea diminudrii  veniturilor
marginale. Angajarea de noi muncitori peste
cerinfele procesului tehnologic si a cerintelor
impuse de caracteristicile maginilor, utilajelor,
instalatiilor existente, blocheaza insa
manifestarea fenomenului mentionat.

Pe termen lung, diminuarea veniturilor nu
este relevanti, intrucat organizatia poate si
modifice mvelul factorilor de productie
considerati ficgi pe termen scurt, cat gi tipul de
tehnologie folosita in productie. Trecerea la
tehnologii de productie noi poate avea un
impact deosebit asupra costurilor. De exemplu,
o serie de companii producitoare de soft au
preferat sa-si vanda produsele pe Internet decat
sd-g1 construiasca o retea de magazine de
desfacere  intr-un  sistem de  distributie
costisitor, impactul fiind in special asupra
costurilor fixe.

5) Elasticitatea cererii in functie de pret

Elasticitatea cererii in functie de pref este
definita ca fiind sensibilitatea mivelului
cantitaii produse pe care organizafia o poate
vinde, la schimbdérile pretului, adicd schimbarea
in procente a cantititii cerute raportati la
schimbarea in procente a pretului perceput. Pe
de alta parte, pe o piatd unde existd multe
produse alternative §i  consumatorii nu au
neaparat preferinte speciale pentru un anumit
produs, cererea va fi elastici sau foarte
sensibila la schimbarile de pret.

In mod ideal, organizatiile ar dori si aiba
de-a face cu o cerere inelastica, pentru ca
aceasta le permite mai mult control asupra
pretului i le da posibilitatea sa perceapa un preg
mai mare. In consecinti, sumele mari de bani
cheltuite cu publicitatea sunt menite si
orienteze preferintele consumatorilor pentru o
anumitd marcd, astfel incat cererea sa devinid
mai putin sensibila la schimbarile de pret.

Revenind la  problema initiald a
maximizarii profitului sau surplusului venitului
fatd de costuri, organizatia trebuie si aleagi o
combinatie de pret—cantitate produsi, care si
permita obfinerea de venit ridicat cu un nivel
scazut al costurilor.

Dacd Iuam 1in discutie ierarhizarca
consumatorilor, organizatia poate incepe si
livreze celui situat pe pozitia cea mai ridicata,
insd trebuie si aibd in vedere cit de mult ar fi
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dispus acesta sa plateasca gi cat de mult ar costa
serviciile suplimentare efectuate acestuia. Apoi,
mergand pe ierarhia consumatorilor, fiecare
consumator suplimentar va asigura cregterea
veniturilor organizatiei cu implicatii asupra
venitului dar i asupra costului marginal.

Atata timp cat venitul marginal este mai
mare decit costul marginal, un nou consumator
determind cregterea profitului. Cand cele doui
valori (a venitului marginal si a costulu
marginal) devin egale, ultimul consumator nu
aduce o contributie suplimentard la profit, iar
cei care urmeaza dupa acest punct vor
determina, practic, o cregtere mai mare a
costurilor deciat a veniturilor, organizatia fiind
in situatia de a deveni neprofitabila.

Ajungem astfel, la regula fundamentala a
maximizarii profitului: organizatiile trebuie sa
aleagd acea combinatie pret — cantitate produsa,
pentru care venitul marginal obtinut din
vanzarea ultimei unititi este egal cu costul
marginal al producerii acelei unititi.
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Abstract: Regardless of industry, the organizations’ survival on the market is strictly dependant on their
ability to control their costs. Yet on most occasions, the simple control of the costs is not enough to reach the desired
level of performance, which forces organizations to correlate the cost restrictions lo those imposed by the market
mechanisms. This correlation allows organizations to analyze and comparve their performance rates, which is a
compulsory action in the quest for the competitive advantage.
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production run size

Most economists and business men agree
that the main reason behind all economic
decisions is the insatiable need to identify new
ways of isuring the competitive advantage.
This implies a permanent evaluation of the
organizational performance by considering a
number of indicators showing its efficiency and
effectiveness at different moments.

Maximizing profits by increasing income
and diminishing costs is the basic motivation
for economic activity and decision making
within organizations. The decision making
process doesn’t just solve every day problems,
it also affects future profit generating activities.
An example is the decision of investing in
research and development activities in hope of
descovering more cost-effective technologies to
develop new products or improve those that
already exist.

When this type of decision is made, most
managers tend to focus on future profits,
placing the organization in a dinamic context.
The relationship between turnover, costs and
profit brings into attention several scenarios of
evolution for any organization struggling to

mantain or improve its position on a
competitive market:

1. High turnover, low costs

Maximizing profits implies a
simultaneous increase of the turnover and
decrease of costs. Therefore, any decision

capable of diminishing costs while increasing
revenue is highly profitable. However, the costs
are the key element in this ecuation.

The organization’s ability to control costs
depends on how fast its managers respond to
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cost variations. The more time they waste
before reacting to these variations, the higher
the variable costs are, and this 1s a serious issue,
considering the variable costs are the only costs
that can suffer immediate intervention.

On the short term, some costs can’t be
altered in any way, vet the organization must
always cover its fixed costs. It has to continue
production only if its products can be sold at a
price that covers the added variable costs that
appear in the production process.

On the long term, when all costs are more
or less variable, the organization has to cover all
its costs entirely in order to survive on the
market, the opportunity cost included.

2. Spare price

In economic literature, the spare price is
the maximum price that an agent is willing to
pay for an additional unit of a good. At the level
of the whole market, a hipothetical hierarchy of
all consumers can be made on the basis of the
spare prices of a good. This way, the spare price
allows the measurement of demand for different
quantities of that particular good.

In order to sell for example 10 units of a
good, a company has to establish the price in
such a manner that the consumer situated on a
certain level in the demand hierarchy could pay
the exact spare price for that good. Whenever
new technology emerges and the production
costs are high, the consumers that have high
levels of revenue tend to be the first to buy the
products made using the new technology.

As technology improves and production
raises, costs and prices diminish in order to
allow the consumers situated in the middle area



of the demand hierarchy to buy. This is a
typical situation for the moment when the
market evolves and the good in question is no
longer a novelty or a luxury product and turns
imto a necessary product. The main
organizational dilemma that arises now is
whether an organization can demand a single
price, at any moment, for its products. The
problem is that an organization has to sell a
product to the first - let’s say - nine of the
consumers situated in the higher area of the
demand hierarchy at a price lower than the
spare price they would accept if it wants to
attract a tenth consumer situated lower in the
demand hierarchy.

Therefore, if an organization lowers the
selling price of its products in order to attract an
extra consumer, it loses part of the value gained
from the existing consumers, even if it gains the
value generated by the extra consumer. The
sum of these two values is known by the name
of marginal revenue and consists of the
alterration the selling of an additional unit of
product brings to the organization’s total
revenue.

3. Technological performance

The way the organization chooses its
technology gives the level and structure of the
production  cost. Moreover, the chosen
technology determines which cost is considered
fixed and which is considered variable on the
short term.

For any type of production there is an
optimal  technology, which allows the
organization to produce goods at the lowest
cost. For example, the lowest cost for
producing clectricity on a small scale can be
obtained by using steam generators, but when it
comes to producing electricity on a large scale,
the nuclear technology 1s the most cost
effective. The problems regarding technology
and costs raise the issue of economies of scale.
The economies of scale are the cost advantages
that a business obtains due to increasing
production. They are factors that cause a
producer’s average cost per unit to fall as
output rises.

The explanation is that technologies
become more cost effective at high levels of
production and therefore the economies of scale
are visible especially in industries that usually

51

produce on a large scale, such the chemical
industry or the automobile industry.

There i1s a certain quantity of production
and a certain technology that goes with it that
should be reached in order to minimize the
production cost; the quantity of production that
allows the organization to reach this minimal
production cost is known in the economic
literature as the economic production run size.
On the long term, the organization will adjust
its technology in order to come as near as
possible to the economic production run size
and maximize its profits. Maximizing profits
depends on the level of the organization’s
revenue, which also depends on the number of
individual consumers willing to pay for the
goods in question. The consumer’s willingness
to pay a certain price for a product depends on
its individual revenue, his/her preferences, the
price of the product, but also the price of
substitute products.

4. Investment

The decision to give up on a business is
often very different from a decision of starting a
business. The latter usually implies certain costs
which only occur once at the beginning of the
deal and can force the organization to cease the
activity if not recovered. For example, a newly
created organization has to pay to connect to the
telephone network and Internet, and also the
legal fees for closing the deals with different
suppliers of services, which it would later
recover, and to buy equipments that in case of
ceasing the activity would have to be sold for
just a fraction of their aquired value.

The value of the necessary investment
strongly influences the managers’ decisions to
start a new business. But once the business is
started and going, it no loger represents a risk,
because the organization will manage to cover
its total costs by selling at a price that would
bring it profit and the recovery of the initial
investment.

On the short term, any organization can
plan the production of a large number of goods
by controlling the production factors that cause
the fixed costs. In this case the organization will
probably have to adjust its work force to the
level considered to be optimal for the
technological process and the existing
technological assets.



The more workers an organization has,
the less each worker’s individual contribution
to the production increase will be. This
phenomenon is known by the name of the law
of diminishing marginal revenue. Hiring more
workers than the technological process and the

characteristics of the existing equipment
actually  requires  actually  blocks  this
phenomenon.

On the long term, the diminishing of the
marginal revenue is not relevant, because the
organization can change both the level of
production factors that were considered fixed
on the short term and the technology used in
production. The wuse of new production
technologies can have a serious impact on
costs. For example, several software companies
chose to sell their products on the Internet
rather than to use an expensive distribution
network, with impact especially on the fixed
costs.

3. Price elasticity of demand

The price clasticity of demand is defined
as the sensitivity of the quantity of products an
organization can sell at the price variations. It
shows the procentage by which the demand
changes at a one percent price change. On the
other hand, on a market where alternative
products are abundant and the consumers don’t
have very precise preferences for a certain
product, the demand is elastic or very sensitive
to price variations.

The ideal of any organization is a rigid
demand, because this type of demand gives the
organization a higher degree of control over the
price, allowing it to demand higher prices. As a
consequence,  organizations  spend  large
amounts of money on advertising in order to set
the customers’ preferences on a certain brand
and make demand less sensitive to price
variations.

In order to solve the profit maximization
problem, the organization has to choose a
combination of price and product quantity
which would allow it to gain a high revenue at
a low cost level.

If the customer hierarchy is taken into
account, the organization can sell to the
customer situated on the highest position, but it
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has to consider how much that customer is
willing to pay and how much would cost the
additional services offered to that particular
customer. Then, going down on the customer
hierarchy, e¢ach additional customer will
increase the organization’s revenue, by acting
on both marginal revenue and marginal cost.

As long as the marginal revenue is higher
than the marginal cost, an additional customer
will increase the profit. When the marginal
revenue becomes equal to the marginal cost, the
last customer won’t bring any improvement to
the profit, and all the following customers will
determine a marginal cost higher than the
marginal revenue, which actually means a profit
decrease, up to the point where the organization
becomes unprofitable.

This brings us to the basic rule of profit
maximization: organizations have to choose the
exact combination of price and product quantity
that leads to equal marginal revenue and
marginal cost.
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Abstract: The study considers what we mean by a statistical system, and uses that framework to describe the
existing Hgyptian environmental statistics system. It considers the institutions that are part of the system, the data the
system could aim to include, what it does include, where the gaps are, and what the priorities may be in filling those

2aps.
The Egyptian environmental statistics system 1s a loose network of government agencies, donors, and businesses that
between them collect, process, produce, and use statistics on air and water quality, solid waste, irrigation, sewerage, soil
and agriculture, protected areas, biodiversity, and other subjects
The second 1ssue addressed in this study is the potential for building environmental accounts in Egypt. “Environmental
accounts” build on the national income accounts to address the role of the environment in the economy, the impacts of
economic growth on the environment, and the impact of environmental policy on the economy. The introduction of a
system of environmental accounts was found to be less urgent than basic improvements in the statistical system.
Notwithstanding this, it may be of interest to investigate the development of asset accounts for water and for Red Sea
biodiversity, to strengthen analysis of anticipated water shortages and of the links between coral reef conservation and
tourist revenues.

Key words: environmental accounts, environmental statistics.

aspects of the statistical system is a prerequisite
to assessing the possibility of building

This report covers two distinct but closely  environmental accounts, it has not been realistic
related issues. The first is the Egyptian system  to consider only the accounts. Moreover, as
of environmental statistics. The study considers  soon as work began, it became clear that
what we mean by a statistical system, and  strengthening the statistical system is of higher
describes the existing Egyptian environmental  priority than building environmental accounts,
statistics using that framework. It considers the  suggesting that a study focused only on
mstitutions that are part of the system, the data acc()unting mlght miss the key prob]ems facing
it could aim to include, what it does include, Egyp‘[ in this arena. For both of these reasons,
where the institutional and statistical gaps are,  this report considers both statistics and
and what the priorities may be in filling those  accounting. As a result, it may address each of
gaps. these topics in somewhat less depth than a

The second issue addressed in this study  report devoted to only one of them. However, it
is the potential for building environmental may be hoped that the outcome will be more

accounts in Egypt. “Environmental accounts™  yseful than considering only one in greater
build on the national income accounts to  depth.

address the role of the environment in the
economy, the impacts of economic growth on

A. Introduction

B. What is a statistical system?

the environment, and the impact of We can think of a statistical system as a
environmental policy on the economy. business. On the supply side, it produces a

The terms of reference for this  product — useful information — based on inputs
consultancy  focus  primarily on  the — raw data — with a complicated production

environmental accounts, the inclusion of both  system that must ensure quality and timeliness
the statistical system and the accounts in a  at each step along the way. On the demand side
single assignment being considered too  there are many different users with differing
ambitious. However, because reviewing many  needs, from detailed real-time data to lengthy
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historical time series. The users need accurate
information about the information products so
that they can use them correctly. The system —
the business — may also need to market its
products to ensure that the users know they are
available and make the best possible use of
them.

There are, of course, significant
differences between a private business and a
statistical system, and producing effectively-
used statistics is not as straightforward as
business management. The production of many
kinds of statistics is a natural monopoly; the
activity is more efficient and the society as a
whole is better off if specific data sets are the
responsibility of a single entity rather than
many entities competing with each other. For
example, two competing censuses of population
would generate only confusion, not a better
product than a single census.

Statistical ~data  also  have  many
characteristics of public goods. The society as a
whole benefits from use of many kinds of
statistics, and it is not possible to exclude
individuals from consuming those benefits. For
example, the use of an updated census of
population to define voting districts 1is
necessary for a democracy to function properly.
In addition, while it is possible to exclude
individuals from using statistics (as opposed to
excluding them from benefiting from their use
by others), the marginal cost of additional users
is often zero or very low, while the benefits of
additional users are high, so restricting access 1s
not in the public interest (although it may be in
the interest of the institution producing the data
by giving it leverage over other ministries).

A statistical system differs from a
business in another key way. The production of
many kinds of basic information is considered
to be a responsibility of government rather than
of private individuals. Statistical surveys are
more valuable if every one has to respond to
them. Only the government has the legal
authority to require citizens to provide
information; a private data collector can ask for
information or pay for it, but either tactic will
skew the results. Moreover the costs of major
data collection efforts are so high that in some
cases they must be justified, at least initially, by
the social benefits they provide rather than by
the possibility of selling the output; thercfore

54

the effort must be undertaken by the public
sector.

From an institutional perspective, the
statistical system also differs from a business.
Statistical data are typically produced by many
different institutions, rather than by an
integrated company that can ensure that the
output of one part of its factory meets the input
needs of another part. Because the government
agencies producing the data have a degree of
autonomy and decide which data to produce
based on their own needs rather than on the
needs of other government users or the public,
ensuring compatibility among the data products
in the system is a significant management
challenge.

A number of different organizations and
roles are involved; data collectors, data
processors, producers of reports and bulletins,
and disseminators of information. The data
collectors gather raw data from various sources,
so that they can serve as the input to the
production  processes. The outputs are
disseminated to the users, who may include a
wide range of individuals and organizations.
The system as a whole is coordinated by the
core players; those with a primary mandate in
the field, key data collectors, and those with
cross-cutting responsibility for information in
the country.

B.1 Raw materials and products

The raw material of the statistical system
is data, gathered from several sources in the
society. The data are subjected to a variety of
processing techniques, leading to manufacture
of a wide range of different products. Some
products require relatively little processing,
those are the raw data be used for operational
purposes and research. Other products require
conversion of raw data into summaries, time
series trends, and other aggregate presentations
that are published in documents and on the web.
Users of such data are very varied. Data on
education, for example, might be used by the
education ministry to design policy or allocate
students to elementary schools, by universities
to design strategies to attract students, by
employers to determine where they can find
qualified workers, by social action groups to
analyze whether different races have equal
access to education and so on. Summary tables



might be used directly, or they might be an
input into sophisticated analyses whose results
then influence decisions. Some of the data may
be further processed into indicators used to
track how well the country is doing, or how it
compares with other countries. Thus a single
data system can produce a wide range of
products targeting many different users.

B.2 Where the raw materials come from

The raw materials of the statistical system
are of several types. Some data are gathered in
routine national survey or census activities
whose direct purpose is to build data. A census
of population or of manufacturers is of this
type, conducted every five or ten years with the
specific itent of creating valid ongoing time
series data. Such data collection is ofien carried
out by a public institution with a specific
mandate to collect information, such as Egypt’s
Central Agency for Public Mobilization and
Statistics (CAPMAS). In some cases another
national ministry has authority for national
censuses and surveys in its area of expertise;
thus the Ministry of Agriculture and Tand
Reclamation (MALR) conducts the census of
agriculture, and the Ministry of Tourism
gathers information about wvisitors to the
country. Other raw data are collected because
they are needed for routine operational
activities. Data are collected in hospitals to
manage patients’ health; water quality and flow
data are collected by the Ministry of Water
Resources and Irrigation (MWRI) to manage
the irrigation system. While these data are
collected for administrative or management
purposes, they are often also compiled into
databases to use them for policy analysis or to
track trends as well. Similarly, raw data are
collected to meet regulatory or enforcement
obligations. Egyptian Environmental Affairs
Agency (EEAA) inspectors gather data on
factory emissions into water and air in order to
enforce the environmental standards set by Law
4 of 1994; the Cairo General Organization for
Sewage and Drainage (GOSD) inspects
industrial effluent into the sewer network to
ensure that factories are complying with
discharge limits. These data can also be used to
build analytical databases for policy use.

Many data are gathered in narrower one-

time surveys in order to answer specific
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questions for management or policy purposes.
While the resulting databases are not as
valuable as routine time series surveys or
censuses, data collected for one purpose may
often be useful for others not anticipated by
those  gathering the information. These
databases are also products of the statistical
system. They need to be identified and made
available to a range of users just as the bigger
databases are, in order to make best use of the
statistical system. Such single-purpose surveys
are much more likely to be carried out privately,
by resecarchers, business associations, or others
with the means to collect data. Because they can
be privately owned, public access to them can
be more difficult to obtain than for the large
public databases. However, such data sources
can provide a wealth of useful information.

B.3 Organizational roles in the statistics
“business”

The mstitutions active within a statistical
system play a number of distinct roles. There is
not a one-to-one correspondence between
agencies and roles; ofien one institution plays
several roles.

O Collecting primary data is the responsibility
both of statistical organizations like
CAPMAS and of specialized munistries and
agencies, and includes survey work,
administrative  and regulatory database
management, and collection of special
purpose data.

Data must be processed to put them in a
form in which they can be used. Most data
collectors also do some processing, while
other organizations only process data
collected by others.

Data must be disseminated if they are to be
used, on paper, on CDs and tapes, or
through  the web. Designing data
dissemination paths is part of the marketing
system of the statistics business. Like
marketing and sales in a private company,
how this is done can mean the difference
between a statistics system whose products
are used widely and accurately and one
whose products are not used.

Data cannot be disseminated by themselves;
they must be accompanied by metadata —
documentation that includes descriptions of
how the figures were collected and what



they mean, the questionnaires used for
surveys, the laboratory methods for physical
samples, how aggregates were calculated,
how observations in society were classified
into variable values, and so on. Producing
this kind of documentation is time-
consuming meticulous work, but without it
the data will not be used accurately.
In many countries ‘“value added” data
processors obtain public data, usually for a
price, and do additional processing to create
products sold to businesses and other
organizations. Some firms of this type
already operate in Egypt. If public data
become more timely and more readily
available, it is likely that this type of
economic activity will grow, since it
provides services of considerable wvalue to
the business community.
Users of statistical data have many needs;
they run government programs, manage
treatment plants, evaluate public policies,
track the economy, make business
decisions, take care of hospital patients,
carry out epidemiological research, decide
which crops to plant, design advertising
campaigns, even write school papers. All of
these are valid uses of the information; they
are the reason why the society as a whole,
through its public sector, invests in the
statistical system.
Any business needs a few high-level
managers who set policy and strategy for
the company as a whole, msure that its parts
are well integrated with each other, oversee
all of the operations, and identify priorities
for future investment and growth. The
statistical ~ “business” is no  different.
Because it is made up of a loose network of
largely autonomous institutions, however, it
is often not at all clear who has the
authority to take charge, what control they
can have over the actions of the other
mstitutions, and which decisions should be
made system-wide rather than by the
individual components of the system.
Determining who manages the system,
how, and designing a system to ensure that the
autonomous components of the system will
collaborate with the management, is a key
clement of the development of “statistical
policy.” If high-level management is effective,
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and all parts of the system respect the process
by which certain system-wide decisions are
made, then the managers may be able to help
the institutions within the system resolve more
detailed problems about data sharing and
compatibility. Without the high-level
management, there may not be any way to
ensure the integration of the system as a whole.

B.4 What issues require high-level decision-

making?

The managers of a national statistical
system will have to take the lead in balancing
three key issues:

e Privacy policy. Individuals and private

organizations will not collaborate with

census-takers and other data-collectors if
they do not have some guarantee of privacy.

The legal authority that allows public

agencies to collect data must come with

legal controls specifying which data must
not be released, to protect individual privacy
or business trade secrets.

National security. Some data must be
protected for reasons of national security. At
a minimum this is likely to include
information about military technology and
force levels. What else it includes is a
matter of national policy. Historically many
countries have tried to protect a great deal of
information in the name of national security,
but the trend is for this to be scaled back.
The development of new data-gathering
technologies has ecliminated the national
capacity restrict access to data in the name
of security. Now that anyone can buy
satellite images, for example, restricting
access to maps and spatial data is pointless.

+ Data access. To achieve the goals of the
statistical ~system, the data must be
accessible. This overarching need is the flip
side of the two previous considerations;
while privacy and security provide reasons
for limiting data access, the fundamental
purpose of the system is to permit it. System
managers will have to balance these
considerations  against each other, to
determine how best to maximize the good
that can be gotten from the data while
minimizing the threats to privacy or
security.



In data collection agencies worldwide it is
often argued that access to data should be
limited, because the users will not know how to
interpret the information and will use it
incorrectly. Government statisticians who have
mvested their lives to build serious databases
do not want to see the information “misused,”
as they perceive it, by people who do not know
what it means. While data can and often are
misused — anyone who doubts it should read the

popular paperback How to Lie with Staﬁsﬁcsj -
this possibility does not justify limiting access
to data. Data are most often misused because
they are not properly documented, so users do
not actually know how they can be interpreted.
This problem is solved through thorough data
documentation, not by limiting access. Beyond
that, the data producing institution 1s not
responsible for the use made of its products any
more than a clothing manufacturer 1is
responsible if a customer wears a jacket as a
dress.

The system managers will help sort out
the roles played by the different institutions in
the system. When agencies have overlapping
mandates, the managers may facilitate
discussion among them to resolve conflicts or
eliminate duplication. They will help ensure
technical compatibility among data on related
subjects and ensure that differences between
related systems are clearly documented. The
system managers may also play an advisory
role on the design of data dissemination
systems, transparent policies on data pricing,
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and clear policies regarding when permission is
required to access information.

The system managers, in collaboration with the
other institutions in the system, will have to
decide how broadly they want to define their
authority. We have been talking about statistical
data, but the principles that apply to statistics
also apply to libraries, government documents,
satellite  images, and other sources of
information. In time many of the policies and
management systems developed for one kind of
data may be applied others as well.

B.5 Marketing and Market Research in the
Statistical System

In the corporate world, firms conduct
surveys or organize focus groups to develop
new product ideas and assess whether
consumers are likely to be interested in them. In
the statistics world, market research takes the
form of bringing together groups that include
both producers and potential users of data, so
they know each other and understands each
others’ needs and constraints. They include data
suppliers, processors, disseminators, and users
of all kinds. The users provide input at all
stages of the “business,” from the design of data
collection forms to the development of data
documentation to the elaboration of summary
reports to the mechanics of data distribution to
the justification of pricing policies.

' Darrell Huff, 1993, How to Lie with Statistics. (New
York, W. W. Norton).





